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 Sequential Recommendation

 Consider Sequence

 Predict a future item with dynamic preference

 E.g. predicted item – Watch

WHAT IS SEQUENTIAL RECOMMENDATION?

[ E.g., Item sequence [1] ]

[1] Déjà vu: A Contextualized Temporal Attention Mechanism for Sequential Recommendation. Wu et al. WWW’20

 General Recommendation

 No Sequence

 Predict a future item with static preference

 E.g. predicted item – Phone
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 Following the long-tailed distribution, the learned model is biased towards head instances

 The learned model struggles to accurately predict the tail instances

 Reason: The representation of tail instances are not generalized well

WHAT IS LONG-TAILED PROBLEM?

[ Long-tailed predicate distribution on Scene Graph Generation [1] ]
Predicate
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[1] Unbiased Heterogeneous Scene Graph Generation with Relation-aware Message Passing Neural Network. Yoon et al. AAAI’23

[ Fraud detection on GNN [2] ]

[2] Pick and Choose: A GNN-based Imbalanced Learning Approach for Fraud Detection. Liu et al. WWW’21

However, the tail instances are considered as the important ones
Scene Graph Generation: Informative predicate / Fraud Detection: Fraud



Motivation
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Long-tailed item problem: The model learned with long-tailed 

distribution (Blue line) is hard to predict the appropriate tail items1

(Red line).

• Why important? Recommending appropriate tail items makes users stay 

on their online systems → Increase revenue

LONG-TAILED USER AND ITEM PROBLEM

[1] Self-Attentive Sequential Recommendation. Kang et al. ICDM’18

Model: SASRec [1]

[ Long-tailed user distribution on Amazon Music data ]

[ Long-tailed item distribution on Amazon Music data ]

Model: SASRec [1]

Long-tailed user problem: The users with few interactions take a 

significant portion (Blue line) while showing inferior performance 

(Red line)

• Why important? The revenue would be increased significantly

if tail users becomes head users
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 In previous page, we observe that long-tailed user & item problems occur in sequential recommendation

 The more important thing is that the tail users consumed with tail items1 (TT) take a large portion

• What it worse, TT group shows the inferior performance (Red line)

IMPORTANCE OF JOINT CONSIDERATION

[ Necessity of Joint Consideration ]

Existing works cannot effectively improve the performance of TT group!
They only focus on either long-tailed user or item problems

1. The users with few interactions consume the tail item in test set.
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 Straightforward approach to tackle the TT group

• Naive combination of the two existing works

• Model for long-tailed user problem (ASReP [1]) + Model for long-tailed item problem (CITIES [2])

 Limitation

• 1) The naïve combination (CITIES+ASReP) causes the conflict between methods → Degrading performance

• 2) What it worse, its complexity linearly increases.

EXPLORATION OF TT GROUP

[1] Augmenting Sequential Recommendation with Pseudo-Prior Items via Reversely Pre-training Transform. Liu et al. SIGIR’21

[2] CITIES: Contextual Inference of Tail-Item Embeddings for Sequential Recommendation. Jang et al. ICDM’20

[ Performance on TT group in terms of Hit@10 ]The naïve combination cannot effectively tackle the TT group
→ It motivate us to propose the new framework



Method
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 Bilateral Branches

• 1) User Branch: Alleviate the long-tailed user problem

• 2) Item Branch: Alleviate the long-tailed item problem

• Key idea: Using head instances, utilize the knowledge gap

 3) Mutual Enhancement 

• Effectively alleviate the long-tailed problem for each branch (Conflict ↓)

METHOD: OVERALL FRAMEWORK

1) User branch 2) Item branch

3) Mutual Enhancement

Rich representation Short representation↔

(Entire interactions) (Subset interactions)
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 Method – Train(w/ Head users)

• Rich representation (𝑝𝑝𝑢𝑢 = 𝑓𝑓𝜃𝜃 𝑆𝑆𝑢𝑢 ): Encode the entire interactions (𝑆𝑆𝑢𝑢)

• representation (�̅�𝑟𝑢𝑢 = 𝑓𝑓𝜃𝜃 ̅𝑆𝑆𝑢𝑢 ): Encode the interactions ( ̅𝑆𝑆𝑢𝑢)

• We truncate the recent interactions

• Train 𝐺𝐺𝜙𝜙𝑈𝑈 generator to contain the knowledge: 𝑝𝑝𝑢𝑢 − 𝐺𝐺𝜙𝜙𝑈𝑈 �̅�𝑟𝑢𝑢
2

• 𝐺𝐺𝜙𝜙𝑈𝑈: Generate the Rich representation given representation

METHOD: 1) USER BRANCH - TRAIN

User interaction (𝑆𝑆𝑢𝑢)

⋯

Rich representation

Sequential encoder (SASRec [1])

𝐺𝐺𝜙𝜙𝑈𝑈

[1] Self-Attentive Sequential Recommendation. Kang et al. ICDM’18

1) User branch 2) Item branch

3) Mutual Enhancement



13

 Method - Transfer to tail users

• Enhance the tail users’ representation using knowledge in 𝐺𝐺𝜙𝜙𝑈𝑈 generator

• 𝑟𝑟𝑢𝑢 = 𝑓𝑓𝜃𝜃 𝑆𝑆𝑢𝑢 : Encode the entire tail user’s interaction

• 𝛽𝛽: Control the weight for original user representation

• 𝑝𝑝𝑢𝑢: User embedding

• If there is no user embedding, 𝑝𝑝𝑢𝑢=𝑓𝑓𝜃𝜃 𝑆𝑆𝑢𝑢

METHOD: 1) USER BRANCH - TRANSFER

𝑝𝑝𝑢𝑢+ = 𝑮𝑮𝝓𝝓𝑼𝑼 𝒓𝒓𝒖𝒖 + 𝛽𝛽𝑝𝑝𝑢𝑢
Rich representation

1) User branch 2) Item branch

3) Mutual Enhancement

If no user embedding→ 𝑝𝑝𝑢𝑢= 𝑟𝑟𝑢𝑢
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 Method – Train(w/ Head items)

• Rich representation (𝑞𝑞𝑖𝑖): Item embedding trained by entire interactions

• representation (�̂�𝑟𝑖𝑖 = Mean(𝑓𝑓𝜃𝜃 �̂�𝑆𝑢𝑢 , ̂𝑆𝑆𝑢𝑢 ∈ �̂�𝐶𝑖𝑖): Mean representation of user 

subsequences (�̂�𝑆𝑢𝑢) included in the (�̂�𝐶𝑖𝑖) that ended with item 𝑖𝑖

• Train 𝐺𝐺𝜙𝜙𝐼𝐼 generator to contain the knowledge : 𝑞𝑞𝑖𝑖 − 𝐺𝐺𝜙𝜙𝐼𝐼 �̂�𝑟𝑖𝑖
2

• 𝐺𝐺𝜙𝜙𝐼𝐼 : Generate the Rich representation given representation

METHOD: 2) ITEM BRANCH - TRAIN

1) User branch 2) Item branch

3) Mutual Enhancement

phone’s 
Interactions (𝐶𝐶𝑖𝑖) ⋯

𝑓𝑓𝜃𝜃

𝑓𝑓𝜃𝜃 representation
Mean

Rich representation

𝐺𝐺𝜙𝜙𝐼𝐼
𝑢𝑢1

𝑢𝑢2

⋯

⋯
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 Method - Transfer to tail items

• Enhance the tail items’ representation using knowledge in 𝐺𝐺𝜙𝜙𝐼𝐼 generator

• 𝑟𝑟𝑖𝑖 = Mean(𝑓𝑓𝜃𝜃 �̂�𝑆𝑢𝑢 ), �̂�𝑆𝑢𝑢 ∈ 𝐶𝐶𝑖𝑖: Encode the entire tail item’s interaction

• 𝛾𝛾: Control the weight for original item representation

• 𝑞𝑞𝑖𝑖: Item embedding

METHOD: 2) ITEM BRANCH - TRANSFER

𝑞𝑞𝑖𝑖+ = 𝑮𝑮𝝓𝝓𝑰𝑰 𝒓𝒓𝒊𝒊 + 𝛾𝛾𝑞𝑞𝑖𝑖
Rich representation

1) User branch 2) Item branch

3) Mutual Enhancement
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 1) User branch → Item branch: Enhance the 𝐺𝐺𝜙𝜙𝐼𝐼 knowledge in item branch 

using 𝐺𝐺𝜙𝜙𝑈𝑈 knowledge in user branch

• Item branch

• Enhance the user subsequences’ representation based on the 𝐺𝐺𝜙𝜙𝑈𝑈 knowledge 

METHOD: 3) MUTUAL ENHANCEMENT (USER → ITEM)

phone’s 
interactions ⋯

𝑓𝑓𝜃𝜃

𝑓𝑓𝜃𝜃 representation (�̂�𝑟𝑖𝑖+)

Mean

Rich representation (𝑞𝑞𝑖𝑖)

𝐺𝐺𝜙𝜙𝐼𝐼

𝐺𝐺𝜙𝜙𝑈𝑈

1) User branch 2) Item branch

3) Mutual Enhancement

�̂�𝑟𝑖𝑖+ = Mean(𝑮𝑮𝝓𝝓𝑼𝑼 �̂�𝑟𝒖𝒖 + 𝛽𝛽𝑝𝑝𝑢𝑢)
Rich representation

( ※ Original user subsequence’s representation: �̂�𝑟𝑢𝑢 )

By training to predict 𝒒𝒒𝒊𝒊 using the enhanced �𝒓𝒓𝒊𝒊+, we aim to improve the knowledge quality of 𝑮𝑮𝝓𝝓𝑰𝑰

𝑢𝑢1

𝑢𝑢2

⋯

⋯ 𝐺𝐺𝜙𝜙𝑈𝑈
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 2) Item branch → User branch: Enhance the 𝐺𝐺𝜙𝜙𝑈𝑈 knowledge in user branch 

using 𝐺𝐺𝜙𝜙𝐼𝐼 knowledge in item branch

• User branch

• Enhance the input of sequence encoder, i.e., item embedding

METHOD: 3) MUTUAL ENHANCEMENT (ITEM → USER)

1) User branch 2) Item branch

3) Mutual Enhancement

𝐺𝐺𝜙𝜙𝐼𝐼 ⋯

Rich representation representation𝐺𝐺𝜙𝜙𝑈𝑈
𝑝𝑝𝑢𝑢 �̅�𝑟𝑢𝑢

Tail item

𝑞𝑞𝑖𝑖+ = 𝑮𝑮𝝓𝝓𝑰𝑰 𝒓𝒓𝒊𝒊 + 𝛾𝛾𝑞𝑞𝑖𝑖
( ※ Original input: 𝑞𝑞𝑖𝑖 )

With enhanced 𝒑𝒑𝒖𝒖 and �𝒓𝒓𝒖𝒖, we aim to improve the knowledge quality of 𝑮𝑮𝝓𝝓𝑼𝑼

User interaction (𝑆𝑆𝑢𝑢)
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 Model Training - loss

• ℒ𝑓𝑓𝑖𝑖𝑓𝑓𝑓𝑓𝑓𝑓 = 𝜆𝜆𝑈𝑈 ∑𝑢𝑢∈𝑈𝑈𝐻𝐻 ℒ𝑢𝑢 + 𝜆𝜆𝐼𝐼 ∑𝑖𝑖∈𝐼𝐼𝐻𝐻 ℒ𝑖𝑖 + ℒ𝑟𝑟𝑟𝑟𝑟𝑟

• 𝜆𝜆𝑈𝑈 , 𝜆𝜆𝐼𝐼: Hyperparameters for controlling weight of user and item branch, respectively

• ℒ𝑟𝑟𝑟𝑟𝑟𝑟: Next item prediction loss (Cross-entropy loss)

 Inference

• The tail users’ representation is enhanced by 𝐺𝐺𝜙𝜙𝑈𝑈 knowledge (pg. 15)

• The tail items’ representation is enhanced by 𝐺𝐺𝜙𝜙𝐼𝐼 knowledge (pg. 17)

• 1) Input of sequence encoder

• 2) Recommendation in item pool

• Top K items with the highest scores are recommended

• Score: user representation × item representation

METHOD: 5) TRAINING & INFERENCE

User branch Item branch

[ Overview of inference phase ]



Experiment
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 Datasets

• Amazon product datasets (6), Behance, Foursquare

 Evaluation Metrics

• Hit@K: the ground-truth test item belongs to top K ranked items

• NDCG@K: consider the ground-truth item’s rank in top K items.

 Data Statistics

• It ranges from large interactions to small interactions

EXPERIMENT: EXPERIMENT SETTINGS

[ Data Statistics ]
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 Observation

• MELT improves the performance on tail user/item groups without sacrificing the head user/item groups

• As MELT is model-agnostic, MELT based on state-of-the-art model, FMLP [1], also improves the performance

EXPERIMENT: PERFORMANCE COMPARISON

[ Performance along with # interactions ]

[1] Filter-enhanced MLP is All You Need for Sequential Recommendation. Zhou et al. WWW’22

[ MELT+SASRec ] [ MELT+FMLP ]
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 Fine-grained Performance Comparison

• HU/HI: the head users (HU) consumed with a head item1 (HI), …

 MELT jointly alleviates the long-tailed user and item problems

• 1) MELT vs ASReP(long-tail user): Outperforms on HU/TI and TU/TI groups

• 2) MELT vs CITIES(long-tail item): Outperform on TU/HI and TU/TI groups

• 3) MELT vs ASReP+CITIES(long-tail user+item): Outperforms on TU/TI groups → It shows the effectiveness of mutual enhancement manner

EXPERIMENT: FINE-GRAINED PERFORMANCE

1. The consumed item is the test item
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 1) Effectiveness of User branch (U) and Item Branch (I): 1 row (SASRec [1]) ↔ 2/3 row

 2) Observe the conflict as User branch and Item branch are combined: 3 row ↔ 4 row on TI performance

 3) Effectiveness of Mutual Enhancement (Conflict ↓): 4 row ↔ 5 row on TU&TI performance

EXPERIMENT: ABLATION STUDY

[ Ablation Study ]

HU/TU: Head user/Tail user
HI/TI: Head item/Tail item

[1] Self-Attentive Sequential Recommendation. Kang et al. ICDM’18
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 Based on the empirical discovery, the jointly addressing the long-tailed user and item problems is non-trivial.

• Naïve combination of existing works cannot effectively enhance the performance of TT group.

 We propose a novel framework named MELT, which consists of bilateral branches trained in a mutually enhancing 

manner and the curriculum learning is adopted.

 The extensive experiment on 8 datasets demonstrates the effectiveness of alleviating the both long-tailed user and 

item problems.

CONCLUSION



Thank you!

Source Code 
(Github)

Full Paper
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 Curriculum learning-based Training

• The number of interactions differs among head users.

• Early stage: mainly learned by large interaction (easy), Later stage: mainly learned by small interaction (hard)

• User branch의 loss: 𝑤𝑤𝑢𝑢 𝑝𝑝𝑢𝑢 − 𝐺𝐺𝜙𝜙
𝑈𝑈 ̅𝑟𝑟𝑢𝑢

2

APPENDIX: CURRICULUM METHOD

𝐿𝐿𝑚𝑚𝑖𝑖𝑓𝑓 𝐿𝐿𝑚𝑚𝑓𝑓𝑎𝑎 𝐿𝐿𝑚𝑚𝑓𝑓𝑎𝑎𝐿𝐿𝑚𝑚𝑖𝑖𝑓𝑓

𝑤𝑤𝑢𝑢
𝑤𝑤𝑢𝑢



27

 The performance with the others datasets

APPENDIX - 1



28

 Visualization on representation of Head user/item, Tail user/item

• User: Visualization on user representation (𝑓𝑓𝜃𝜃(𝑆𝑆𝑢𝑢)) / Color: Category of the test item

• Item: Visualization on item embedding (𝑞𝑞𝑖𝑖) / Color: Item category

 Closely grouped within Cluster

• 1) Head user: the benefit of tail item embeddings as user representation relies on the item embeddings

• 2) Tail user: the effectiveness of the knowledge (𝐺𝐺𝜙𝜙𝑈𝑈) in the user branch

• 3) Tail item: the effectiveness of the knowledge (𝐺𝐺𝜙𝜙𝐼𝐼 ) in the item branch

APPENDIX: VISUALIZATION

[ Dataset: Amazon Music ]

1) 2) 

3) 
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 Sensitivity Analysis of 𝜆𝜆𝑈𝑈 and 𝜆𝜆𝐼𝐼
• 𝜆𝜆𝑈𝑈: Weight for user branch / 𝜆𝜆𝐼𝐼: Weight for item branch

 Best performance over  𝜆𝜆𝑈𝑈 = 0.2, 𝜆𝜆𝐼𝐼 = 0.3 on overall, tail user, and tail item groups

• It simplifies the tuning process

• The small values for 𝜆𝜆𝑈𝑈 and 𝜆𝜆𝐼𝐼 produces the best performance → it acts as regularizers of the recommendation loss

APPENDIX - 2
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 Performance over different numbers of layers

• Default: 1 layer MLP

 Observation

• MELT generally performs well even with a single-layer feed-forward network

• Designing the complex generators is not beneficial

APPENDIX - 3
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