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BACKGROUND: LONG-TAIL PROBLEM
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Compared to Head cases, Tail cases are under-represented and thus fail to generalize!

Zhang, Xiao, et al. "Range loss for deep face recognition with long-tailed training data." Proceedings of the IEEE

International Conference on Computer Vision. 2017.

DSA' L@ KAl ST Liu, Jian, et al. "Event detection via gated multilingual attention mechanism." Proceedings of the AAAI conference on
artificial intelligence. Vol. 32. No. 1.2018. 3




BACKGROUND: GRAPH NEURAL NETWORKS

= Networks are everywhere!
« Graphs are natural way to model such networks.

Social Networks Molecules
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BACKGROUND: GRAPH NEURAL NETWORKS

= Graph Neural Networks (GNNs)
- Compress a set of vectors into a single vector (i.e., node representation)

- Message and Aggregation Scheme

aggregator
aggregator,
|

]/ label

N

1. Sample neighborhood 2. Aggregate feature information 3. Predict graph context and label

from neighbors

using aggregated information

ﬂ@ Hamilton, Will, Zhitao Ying, and Jure Leskovec. "Inductive representation learning on large graphs." Advances in
N = DSA' L@ KA' ST neural information processing systems 30 (2017). &g



BACKGROUND: LONG-TAIL PROBLEM ON GRAPH NEURAL NETWORKS

= In graph, long-tail problem lies on class and degree perspectives!
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BACKGROUND: LONG-TAIL PROBLEM ON GRAPH NEURAL NETWORKS

= In graph, long-tail problem lies on class and degree perspectives!
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GNNs tend to be biased towards Head Class node and Head Degree node!
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BACKGROUND: LONG-TAIL PROBLEM ON GRAPH NEURAL NETWORKS

= Class Perspective
« GraphSMOTE [1], GraphENS [2] — Oversamples Tail Class nodes

o e SM?;EE; h(v) h(nn(v))

o ,5
| Hl»

.
I\

h (V ) Minor Ego Network Vmixed

o) (b) Saliency-based \
l =’ Node Mixing D 4 “
’/ o g8 ~\
A » ‘ ’ der ﬁ\o \ R Attach "
(a) Neighbor Sampling
Embedding ] \ /
‘ Vtarget Target Ego Network Synthesized Ego Network

However, the degree long-tailedness has not been considered!

[1] Zhao, Tianxiang, Xiang Zhang, and Suhang Wang. "Graphsmote: Imbalanced node classification on graphs with

graph neural networks." Proceedings of the 14th ACM international conference on web search and data mining. 2021.

DSA' L@ KAl ST [2] Park, Joonhyung, Jaeyun Song, and Eunho Yang. "GraphENS: Neighbor-Aware Ego Network Synthesis for
Class-Imbalanced Node Classification." International Conference on Learning Representations. 2021. 8




BACKGROUND: LONG-TAIL PROBLEM ON GRAPH NEURAL NETWORKS

= Degree Perspective
 Tail-GNN [1] — Enhance representation of Tail Degree nodes via Head Degree nodes
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However, the class long-tailedness has not been considered!

ﬁ@ [1] Liu, Zemin, Trung-Kien Nguyen, and Yuan Fang. "Tail-gnn: Tail-node graph neural networks." Proceedings of the
N w=w DSAI L@ KAIST 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2021. 9
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MOTIVATION: CAN WE JOINTLY ADDRESS BOTH LONG-TAILEDNESS?

= Existing works only consider either class- or degree-longtailedness
« Can we view the both class- and degree- long-tailedness jointly?
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MOTIVATION: CAN WE JOINTLY ADDRESS BOTH LONG-TAILEDNESS?

= Existing works only consider either class- or degree-longtailedness
« Can we view the both class- and degree- long-tailedness jointly?
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Head Class nodes do not always generalize well (HH > HT)

Head Degree nodes do not always generalize well (HT > TH)
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Overall Framework of LTE4AG

= Pre—training Phase Class Prototype—based Inference Phase
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Pre-training Phase
« Obtain Pre-trained Encoder with focal loss

HPre — G(ﬁ_l/ZAﬁ_l/ZXWpre)
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ﬁ@ [1] Lin, Tsung-Yi, et al. "Focal loss for dense object detection." Proceedings of the IEEE international conference on
N w=w DSAI L@ KAIST computer vision. 2017.13



LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Training Phase
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Training Phase
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Training Phase
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= Class Prototype-based Inference Phase
. Class Prototype by expanded candidates

 Assign test node on certain Student based on its similarity between class prototypes

Class Prototype—based Inference Phase . Candidates for class prototype
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LTE4AG: LONG-TAIL EXPERTS FOR GRAPH NEURAL NETWORKS

= In a nutshell,

Pre—training Phase Class Prototype—based Inference Phase
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EXPERIMENTS

= Data Statistics & Evaluation Metrics

Predict

Dataset | #Nodes #Edges #Features #Classes _
.Cora 2,708 5,429 1,433 7 = TP

CiteSeer 3,327 4,732 3,703 6 2

Cora-Full | 19,793 146,635 8,710 70 g FP ™™

Dataset I Imb. class ‘ Imb. ratio | Ly Ly L, Ls Ly Ls Lg

3 10% 233 233 233 233 24 24 24 Bal dA bAcc.) = (True Positive Rate + True Negative Rate)
5% 241 241 241 241 12 12 12 alanced Accuracy (bAcc.) = >
Cora 5 10% 400 400 40 40 40 40 40
5% 444 444 22 22 22 22 22 F1.S _ 9 Precision * Recall
LT 1% 540 250 116 54 24 12 05 ->COreé = 2 * precision + Recall
3 10% 303 303 303 30 30 30 -
5% 31.7 317 317 16 16 16 - . — ,
- = ]
CiteSeer : 0% 67 67 67 67 67 67 - Geometric Means (G-Means) \/ True Positive Rate * True Negative Rate
5% 800 40 40 40 40 40 -
LT 1% 607 241 95 38 15 05 - Accuracy (Acc.) = TP+TN
Cora-Full - 11% | 340 189 141 109 69 48 26 TP+ FN+FP+ TN
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EXPERIMENTS

= Performance on Node Classification

Imb. class num: 3 Imb. class num: 5
Method Imbalance_ratio: 10% Imbalance_ratio: 5% Imbalance_ratio: 10% Imbalance_ratio: 5%
bAcc. Macro-F1  G-Means bAcc. Macro-F1  G-Means bAcc. Macro-F1 G-Means bAcc. Macro-F1  G-Means
Origin 68.8+4.0 67.6+5.0 80.8+2.6 60.0+0.4 56.6+0.7 74.8+0.3 64.9+6.2 64.7+5.7 78.1+4.2 55.1+2.6 51.4+24 71.4+1.8
Over-sampling 65.6+43  63.4+5.6 78.6+29 | 59.0+2.2  53.9+26 74.2+15 | 589456  56.9+7.6 74.0+39 | 49.1+41  45.6+54 67.0+3.1
Re-weight 70.6+43  69.9+51  81.9+28 | 60.8+1.8  56.7+24  75.4+13 | 65.2+7.6  65.0+8.2  783+52 | 57.9+43  54.8455  73.343.0 Method Cora-Full
SMOTE 65.144.0  62.3+5.1  78.3+27 | 59.0+2.2  53.9+2.6  74.2+15 | 60.3+7.6 58.7+89 749453 | 49.1+4.1 456454  67.043.1 bAcc.  Macro-F1 G-Means Acc.
; Embed-SMOTE 61.0£3.6  58.0+55 75.5+25 | 55.5+2.1  50.0+3.1 717415 | 53.2452  50.9+6.4 70.0+3.8 | 40.7+2.8 36.5+3.0 60.5+2.2 Origin 52.0+1.0 52.5+0.8 71.9407  60.5+0.2
& GraphSMOTE 70.0+34  68.6+49  81.6+2.2 | 62.5+1.8 58.7+21  76.5+12 | 66.3+6.6  653+7.7  79.0+45 | 55.845.6  52.4+47  71.9+4.0 Over-sampling 51.441.0 524409 715407  60.9403
O GraphSMOTEO 67.3+3.8 65.5+5.0 79.7+2.5 61.0+0.6 58.4+0.7 75.5+0.4 62.846.1 62.0+6.1 76.7+4.2 59.6+4.3 55.9+4.2 74.543.0 Re-weich
e-weight 52.1£0.9  52.6+0.7 72.0+£0.6  60.7+0.1
GraphSMOTE .7 | 70.6+63  68.9+79 81941 | 67.5457 645480  79.9+38 | 69.4x52 683x52  81.1x34 | 66.0£60  63.4%65  78.8+4.0 SMOTE 52.0£07  52.6£06  719+05  60.7+0.1
GraphSMOTEP,eO 69.8+5.7 67.9+7.1 81.4+3.7 67.245.2 64.0+7.3 79.6+3.5 69.1+7.7 67.8+7.9 80.945.1 66.8+4.9 64.6+4.9 79.4+3.2 Embed-SMOTE 52'3 ’ 53.8 ’ 72'1 ' 62.6 ’
GraphENS 59370 554106 74249 | 55149 48179 71335 | 443165 41.0+7.0  633%50 | 36.1x101 311123  56.3:8.4 mbe S£0.7 807 1£05 6£05
Tail-GNN 64.6+3.6  62.0+54  77.9+24 | 57.2+15 51.8+18  72.9+11 | 55.9+45 54.0+50  71.9+32 | 417+14  36.8+28  61.4xl.1 GraphSMOTE7 52.1x09 524207 72006  60.6+0.3
LTE4G 732454 72.1x61  83.6%35 | 70.9+2.5 69.6:28  82.1+16 | 75.4+56 75.4+54  85.0+3.6 | 70.2+45 68.8+47  81.7+3.0 GraphSMOTE 52.0+0.9 52408  71.9x0.6  60.70.5
Origin 495+21 43.1%23  66.7+15 | 48.2+09 39.3:04 657407 | 48.9+14 45313  66.2+11 | 42.4+65 39173  61.1%51 GraphSMOTE,, .7 | 48.0+2.1 48422  69.0+15  56.8+19
Over-sampling 51.543.0 43.7+21  68.2+22 | 47.8+0.8 38.9+19  65.4+0.6 | 43.0+34 40317  61.7+27 | 40.1+20  34.2+15  59.4%16 GraphSMOTE,, o | 47.7£1.7  47.7+16  68.8£13 56315
Re-weight 52.1+2.7 46.2+3.2 68.6+2.0 48.0+0.4 39.2+1.1 65.6+0.3 48.4+39 44.5+3.9 65.8+2.9 41.3+4.5 35.6+5.3 60.3+3.6 GraphENS 49.6+0.6 51.5+0.5 70.2+0.4 62.5+0.3
SMOTE 487425 40.1x18  66.1x19 | 47.8:0.8  38.9+19  65.4+0.6 | 44.9+44 419+41 63234 | 40.1x20 342+15  59.4+16 Tail-GNN OOM OOM OOM OOM
5 Embed-SMOTE 47.5+2.1 37.9+1.7 65.2+1.6 46.7+3.0 35.7+2.8 64.5+2.3 43.2+6.5 38.3+5.8 61.8+5.2 33.2+6.6 28.3+7.9 53.445.9 LTE4G 54.2+0.7 53.0+0.4 73.4+05 60.9+0.5
& GraphSMOTE 51.2437  43.4+42  67.9+28 | 49.3+2.0 40.1+x13  66.5+15 | 50.3+£50  46.1+4.5  67.2+3.7 | 46.5+3.7 41.5+41  64.4+29
g GraphSMOTE, 52.7+23  45.3%28  69.1x17 | 49.5+2.6 40.3+18  66.7+2.0 | 49.5+3.5 445429  66.7+2.6 | 423+6.6 36.9+6.6  61.0+53
GraphSMOTE .7 | 44.7+17  37.3x21  63.1+13 | 48.2+39  39.4+49 65730 | 41.8x41 39541  60.7+33 | 38.0+26  33.6x25  57.7:2.1
GraphSMOTEpreo 44.1+2.0 36.6+1.7 62.6+1.6 45.7+2.6 37.1+3.1 63.8+2.0 43.4+6.6 42.9+6.3 62.745.1 39.2+1.8 34.7+2.4 58.7+1.5
GraphENS 44.2+3.5 35.9+1.0 62.7+2.7 | 43.5+2.6 33.4+1.9 62.1+2.1 33.0+3.2 28.6+4.4 53.4+2.9 28.5+6.7 23.1+6.2 49.1+6.2
Tail-GNN 48.8+1.9 40.4+29 66.2+1.5 48.2+1.7 39.4+1.2 65.7+1.3 42.4+6.1 38.9+6.1 61.1+4.8 34.2+4.8 28.2+4.1 54.4+4.2
LTE4G 54.2+45 51.8+4.1 70.2+3.3 | 52.7+2.1 48.3+3.7 69.1+1.5 | 52.1+3.7 47.2+3.6 68.6+2.7 | 47.3+1.1 41.2+2.1 65.0+0.9

LTE4G performs well on both the manual and natural imbalanced settings

DSAIL@KAIST




EXPERIMENTS

= Performance on each class, degree and joint consideration

Head Tail Tail Head
700 ek 0.7 350 Lk ~%- LTE4G-UB 0.70 1000 ke
—*— LTE4G 0.7
>600 L 300 e 065 800
3’500 N— %% 250 ~ian " [0-65 06
(@
@ 400 \ 0.5 200 0.60 ©00 050
0-300 \\\\\\ 150 / 0.55 400 0 43
qL) 200 * wrE4c-UB 100 ‘i/- . ~%- LTE4G-UB )
L —*— LTE4G — 200 —k— LTE4G
BE S o s ™ 5
N —e— Origin
0 0
v 5% % H 060N 9 ,\,0 ,\"L ,\"\r ,\:’) ,\?‘ HH HT TH TT
Degree Joint Consideration

LTE4G outperforms other baselines on Class Separation, Degree Separation, and their Joint Consideration
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EXPERIMENTS

= Ablation of key components & Importance of Balanced Splits

Components CiteSeer-10% (Imb. Class 5) CiteSeer-5% (Imb. Class 5)
# | C D KD T2H H2T | DbAcc. Macro-F1 G-Means bAcc. Macro-F1 G-Means
(a) 51.5+42  47.1+4.0 68.2+3.1 | 43.5+05  38.5+1.8 62.1+0.4
(b) 39.6+4.6  34.7+58  58.9+3.8 | 29.8+25 24.1+24  50.6+2.3
() 45.6+23  41.1+3.2 63.7+1.8 | 37.6+5.7  32.9+5.8 57.2+4.8
(d) 50.743.3  45.5+2.8  67.6+25 | 44.9436  39.4+1.5  63.2+28
(e) 50.5+2.8  45.9+2.0  67.4+2.1 | 46.5+3.1 419437  64.4+23
(f) 52.1+3.7 47.2+3.6 68.6+2.7 | 47.3+1.1 41.2+2.1 65.0+0.9

Considering both the class and degree long-tailedness with knowledge distillation scheme is effective

Balanced Split Cora-5% (Imb. Class 3) CiteSeer-5% (Imb. Class 3)
Class Degree | bAcc. Macro-F1 G-Means | bAcc.  Macro-F1 G-Means
X X 51.943.5  44.4+438 69.1+2.5 | 38.1+1.9  26.6+0.5 57.7£15
X 47.4+2.0 36.7+2.2 65.8+1.5 | 38.8+1.7  27.0+1.0 58.3+1.4
X 69.4+2.6  68.2+2.8 81.2+1.7 | 52.2+1.6  48.2+3.1 68.7+1.2
70.9+25 69.6+2.8 82.1+1.6 | 52.7+2.1 48.3+3.7 69.1£15

The beauty of alleviating long-tailedness comes in where the both class and degree long-tailedness is jointly considered

DSAIL@KAIST »




EXPERIMENTS

= Complexity Analysis

50 Cora-LT o CiteSeer-LT
=@= [TEAG =@= [TEAG
75 =@= GraphSMOTE_O 60 =@= GraphSMOTE_O
T .
g 707 55 - /
O M
65 - 50 1 —be
60 ! T T 45 T T T
Reduced Original Increased Reduced Original Increased
40 64 110 40 64 110

Node embedding dimension (D)

It is important to assign parameters in the right place where they are needed

2/=] DSAIL@KAIST
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CONCLUSION

= Existing GNNs assume balanced situation where both the class and degree distributions are balanced.
= However, in real-world scenarios, we often encounter long-tail problem (i.e., Head dominates).
= Recent Studies focused on either the class or degree long-tailedness.

= To this end, we propose LTE4AG, which jointly alleviates the class and degree long-tailedness.

= Keywords for LTE4G |
- Split (in a balanced manner) : i ;
 Experts (for joint subsets)

Pre —training Phase Class Prototype—based Inference Phase

(@) Target Node ( v)

o (O Neighboring Nodes (A,)

O Top—k Feature Similar Nodes (S, )

- Students (in a class-wise manner)

- Class-Prototypes (for inference)

ea
~ . Student
]

1 Predlctlon

| Tail Class & Tail Degree GT Ground Truth
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SUPPLEMENTARY MATERIALS

[Full paper] https://arxiv.org/abs/2208.10205

[Code] https://github.com/SukwonYun/LTE4G

[Author Email] swyun@kaist.ac.kr
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